AI and Ethics
Task 1: AI Ethical Principles

Match the AI ethical principles (left column) with their explanations (right column, 1-11) 

Adapted from Jobin et al. (2020) and the World Economic Forum (2019).
	Transparency 

	1. When designing and implementing AI solutions, recognition must be made of the shared responsibility amongst stakeholders and documented prior to development of AI solutions; responsibility should not lie on the end user interpreting the AI output alone.



	Justice and fairness 

	2. AI solutions should avoid depleting natural resources in order to maintain an ecological balance.


	Non-maleficence 

	3. Throughout their operational lifetime, AI systems should not comprise the physical security or mental integrity of humans.


	Accountability

	4. AI solutions should be designed and implemented for the common good to benefit humanity by some measure. The benefits are balanced against the risks/costs involved.


	Privacy

	5. All the stakeholders in the design of an AI system must always act in accordance with the law and all relevant regulatory regimes.


	Beneficence 

	6. AI solutions should be designed and implemented with processes in place to ensure that algorithms treat all stakeholders equitably and reasonably, without favouritism or discrimination.


	Human Agency (autonomy)

	7. When designing and implementing AI solutions, outcomes, care and treatment (including costs) should not be worse with the introduction of AI. (First do no harm).


	Compliance 

	8. AI solutions should be designed and implemented in a way that is easy for stakeholders to understand, with respect to the use of/reliance on/input from AI solutions and how predictions are convolved in the algorithm (magician’s box). 

	Sustainability 

	9. AI solutions should be designed and implemented in a manner that allows all data to be de-identified, maintaining confidentiality for big data, cross institutional collaboration and commercial application of AI algorithms. Individuals should have the right to manage their own data that is used to train and run AI solutions.



	Safety 
	10. The degree of human intervention (human-in-the-loop process) required as part of AI solutions’ decision-making or operations should be dictated by the level of perceived ethical risk severity.  



Task 2: Ethical issues associated with AI applications 
1. The AI application you are studying:

2. What is the aim of the AI:
3. What are the benefits of this AI?
	Benefits? Positive consequences?

	Who benefits?
	Ethical Principle used to evaluate the consequence of the AI?


	
	
	

	
	
	

	
	
	


4. What are the negative/harmful effects or risks of this AI?
	Negative consequences/risks?
	Who is affected?
	Ethical Principle used to evaluate the consequence of the AI?


	
	
	

	
	
	

	
	
	


5. How could the harmful negative effects of this AI application be addressed?

