1. Introduction

The real estate industry has been one of the leading re-
searches focusing on modern economics, for its significant
implications on relevant industries and fields such as con-
struction, investment, and public welfare. In general, pur-
chasing and investing in any real estate project will involve
various transactions between different parties. Thus, it could
be a vital decision for both households and enterprises. How
to construct a realistic model to precisely predict the price of
real estate has been a challenging topic with great potential
for further research [1]. It is generally believed by academia
that correctly predicting the special price for a specific real
estate is impractical since it involves plenty of factors
exerting influence on the eventual cost.

There is a well-known saying about the appraisal of real
estate by Li Ka-Shing, the most famous property tycoon in
Hong Kong: “Three major factors are determining the price
of a property, the first one is location, the second one is
location, and the third one is still location.” His word does
not seem to make much sense from a statistical research
perspective. Nevertheless, as a successful businessman in the
property industry, what makes him attach so much signif-
icance to some specific factors like location when appraising
a property is crucial. To what extent a particular factor like
location plays an essential role in pricing a property is worth
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exploring by adopting a statistical model in real estate
economics research.

The appraisal of real estate is traditionally conducted by a
licensed professional, who would carry out a holistic survey
based on several factors such as location, surroundings,
areas, and facilities of a real estate. Nevertheless, the manual
appraisal would inevitably have the possibility to involve the
appraisers’ factors and vested interest. This potential risk
would likely cause a biased or subjective evaluation of a
particular real estate, bringing loss for investors or house-
holds [2]. Thus, constructing a feasible algorithm and au-
tomated model which could appraise the real estate
impartially and objectively has critical significance for any
potential parties participating in these transactions.

According to economics principles, the market price of
properties is attained when the demand and supply curves
intersect with each other, which is subject to various factors,
both subjectively and objectively. It is doubtful in practice
that the market price of a property will equal the market
value, as the market for real estate has been too unpre-
dictable and fluctuating to be considered as an ideal market
[3]. Affected by many subjective factors, it is significantly
crucial for real estate appraisers to figure out the objective
factors that account most for the pricing of properties.

In modern research on the property industry, advanced
research methods such as machine learning and artificial
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intelligence have been widely adopted in many aspects. Not
only are they utilized in evaluating the price and value but
also they are applied to figure out potential future appli-
cations and would-be challenges [4]. The comprehensive
adoption of machine learning and artificial intelligence in
the property industry has generally transformed this expe-
rience-driven industry with great arbitrage opportunities to
an intelligent and data-driven enterprise [5].

Real estate appraisal has been divided into mainstreams
at the current stage: mass appraisal and individual appraisal.
The personal assessment is conducted when specific values
are given for different characteristics of a given real estate. At
the same time, mass appraisal adopts a systematic meth-
odology to perform a precise assessment for a group of
properties by adopting standardized procedures and rig-
orous testing in statistics [6]. Besides traditional techniques
like the linear regression model, modern mass appraisal
methodology has broadly incorporated computational in-
telligence approaches such as support vector machine
(SVM), multilayer perceptron (MLP), and neural network.
In practice, it has been widely employed in property ap-
praisal for various purposes such as taxation and investment
forecasting [4].

The current study of price modeling in real estate has
mainly been based on the theory of hedonic prices, which
was initiated by a famous economist Sherwin Rosen. His
approach is generally regarded as feasible and could be
applied to extensive research in the real estate field by ac-
ademia. According to his theory, the property price could be
characterized as a utility function of many relevant variables
such as structural characters, neighborhoods, and the en-
vironment [7]. Based on this theory, pricing models for real
estate are generally built through a multiple regression
model, in which many general assumptions such as inde-
pendence, homoskedasticity, and normal distribution of
residuals must be fulfilled [8].

The definition of hedonic prices refers to the regression
for the marginal contribution of properties and the neigh-
borhood relations. This model and methodology have been
widely adopted in property research since Rosen’s research
in 1974. A model was constructed to assess the value of
properties and conducting urban analysis by considering
many variables. This was seen as the initial development of
the definition of the hedonic pricing model. As time went on,
more statistical research and applications for Rosen’s model
have come into being. Stevenson, for example, has reex-
amined the heteroskedasticity in the hedonic price model,
which, to a greater extent, consolidates the theory and ve-
racity of the model [9]. By adopting modern information
technology like Geographic Information System (GIS), Bin
[10] has used precise geographical data to verify the pre-
ciseness of the model, proving that the semiparametric
regression model is practical for both analyzing and pre-
dicting the property price [11].

In recent decades, unlike the hedonic regression model,
artificial neural network (ANN) and fuzzy logic (FL)
methodology have also been widely accepted. In Din et al.’s
[12] research on the ANN method for property appraisal, it
generally performs well and generates acceptable

performance in some respects. Still, it also turns out that
different input choices of variables would sometimes gen-
erate statistically different values of output, which indicates
the instability and immaturity of the ANN methodology. In
terms of fuzzy logic, it is widely believed to be a more
promising and generic approach for evaluating properties.
Liu et al. [13] have constructed a statistical model based on
the fuzzy neural network prediction model, which incor-
porates the hedonic theory and a great database with rele-
vant characteristics affecting the price of properties based on
recently sold projects. The experimental outcome and
analysis have shown that the fuzzy neural network predic-
tion model has a promising ability for real estate price
prediction given reliable input data with high quality. A
comparative experiment has also revealed that multiple
regression applications for property appraisal work well with
given data [14].

However, theoretically, the models based on multiple
regression seem to attach more significance to statistical
inference rather than prediction due to its nature. For this
reason, extensive research on this theory has put the focus on
the significant factor that influences the model the most,
evaluating the economic value of real estate with specific
characteristics and identifies the causal effect relationship
behind the regressors [3]. Despite the profound and far-
reaching significance brought by this method, its potential
for statistical prediction on the pricing of real estate has been
in deficiency by its nature. The limit of the traditional he-
donic regression model has a significant influence on the
procedure of generating the model, making it hard to
identify the appropriate variables to set up the eventual
model. Therefore, adopting other methodologies to conduct
rigorous and viable research to a different extent is
indispensable.

2. Spearman Correlation Coefficient

With the development of technology, high-dimensional data
have been widely adopted in various fields, including eco-
nomics, finance, and engineering. High-dimensional data
are an indispensable ingredient when processing relevant
data and conducting research. In addition, Big Data is also a
newly emerged concept, indicating the following two fea-
tures: enormous sample size and high dimensions of data.

Spearman correlation coefficient has been a nonpara-
metric rank statistic. It was initially designed as a measure of
the strength of the association between two variables. As a
significant measure of monotone association, it is widely
adopted when the input distribution makes the ordinary
Pearson’s correlation coefficient misleading. Not a measure
of the linear relationship between two variables, the
Spearman correlation coefficient evaluates the extent that an
arbitrary monotonic function can depict the relationship
between two variables on the condition that there is no
further assumption made about the frequency distribution.
One advantage of the Spearman coefficient is that it does not
require the linear assumption as Pearson’s coeflicient does.
This significant advantage has made it widely adopted by
many statisticians in analyzes.



The correlation coefficient is a measure to depict the
association between variables, which can delineate the as-
sociation for two variables co-occurring. The correlation
coefficient has been widely used in the scientific research
field. We will mainly discuss the Spearman correlation
coeflicient in this part.

We first assume two-dimensional random vectors:

(X,Y)), (X,Y,), (X5,Y5), (1)

are identically independently distributed (i.i.d.). Its joint
distribution function is defined as H, and marginal distri-
bution functions are defined as G and H, respectively.
Considering the covariance among those two-dimensional
random vectors, the Spearman correlation coefficient can be
defined as follows:

ps =3 (P{(X; - X,) (Y, - Y;)>0}

(2)
-P{(X, - X,)(Y, - Y3) <0}).

The outcome p will not be affected by substituting
(X,,Y5) with (X, Y,).

In another form for better calculation purposes, we can
also offer a format for sampling for random samples:

(XoY)i=1,...n},

L _ Un3L (RX; — (n+ 1)/2) (RY; — (n +1)/2) 3)
- 1/12(r* - 1) '

This equation can be viewed as a Euclidean distance for
RX; and RY;. From a nonparametric point of view, it can be
explained as follows: the smaller the distance is, the more
likely X and Y will be positively correlated. The greater the
distance is, the more likely X and Yare negatively correlated.

From the derivation above, it is apparent that the
Spearman correlation coefficient is a rank correlation of
coefficient. Therefore, it obtains some common merits of the
rank correlation coefficient [15].

First of all, the Spearman correlation coefficient does not
have a strict requirement for the sample normality as a
nonparametric correlation coefficient. Thus, it has a more
extensive adoption in statistical research.

Secondly, the Spearman correlation coeflicient uses the
rank of variables to compute the correlation between dif-
ferent variables. In this process, strict monotone transfor-
mation is employed so that the rank of variables will stay
unchanged. Therefore, it has the merit of monotonousness.
We can perform some transformation to generate various
statistical models based on monotonousness, which extends
this model to more variable filtering methods such as lo-
gistics model and box-cox transfer model.

Thirdly, the Spearman correlation coefficient can process
discrete data practically. It will not be affected by dimension,
which means it can precisely measure the correlation be-
tween different dimensions. Furthermore, the Spearman
correlation coefficient is very unlikely to be affected by
extreme values, which can minimize the negative impact of
extreme values on our statistics.

Finally, the Spearman correlation coefficient can better
depict some nonlinear relations. As pointed out by Lan-
caster, dependence or correlation measures indicate the
strength of correlation, especially the mutually independent
variables. Therefore, the correlation of variables does not
necessarily mean the linear relationship between variables. It
even cannot indicate a direct functional relation. In this
sense, the Spearman correlation coefficient can better depict
the correlation between variables when there exists non-
linearity [16].

3. Housing Price Prediction Based on Multiple
Linear Regression

3.1. The Analysis of Main Factors Affecting Housing Price.
Housing price is affected by multiple factors and features of a
specific house. According to the previous research, some
analysts have proposed several variables that significantly
influence the overall housing price. According to Kusan et al.
[9], these factors can be classified into three types: house
factors, environmental factors, and transportation factors.
Each factor and the effective primary mechanism are
elaborated in the following text.

House factors can be divided into several types. The most
influential type is residential factors, including residence,
usability, and number of rooms. When people consider
purchasing a house for living purposes, the factors above are
the main determinants for the living quality. Buyers with
family members would typically attach more importance to
the essential feature of the house, like the living area and
number of rooms, which have a significant impact on the
overall living quality and experience in the house. Besides,
the intangible features, like the view of residence and us-
ability, also have a rather considerable influence on the
housing price, through affecting buyers” experience on the
house and willingness to pay.

The other influential types are the main factors related to
building properties and floor factors. Building properties are
mainly about hardware and basic facilities in the building,
such as the elevator, generator, and garage. To depict an
example of this, the number of containable cars within a
garage is a rather important consideration. The rising trend
of numbers of vehicles per household possessing generates a
necessary demand for the quality and capacity of a garage in
a house. Other affiliated facilities to the house like the
swimming pool and backyard have also played an essential
role in determining the housing price, as the demand for
leisure and relaxation has been arising with the economic
progress.

On the other hand, floor factors, like the number of
floors, have also impacted the housing price significantly.
Typically, household prefers the house with the number of
the floors most suitable for their daily convenience. A family
with children and elders tends to prefer a house with
multifloor construction, which offers different family
members separate living areas with appropriate privacy
while living together.

Environmental factors mainly consist of two parts:
regional environment and nearby pollution. Regional



environment refers to the overall living conditions in the
surrounding community. Sanitation, as a significant in-
dicator of the living quality, has been given more im-
portance in the recent decades. A community with
comprehensive sanitation services tends to attract buyers
to pay a higher price. In addition, natural scenery, as an
objective feature of the community where the specific
house is in, also influences the housing price through
various channels. Purchasers with a preference for a house
with a mountain view or lake view may be willing to pay a
higher price for a house near the natural scenery. Even for
those buyers who do not have a specific preference, a
decent and beautiful view would add more weight for the
specific house and community when purchasers are
choosing from various options.

On the other hand, nearby pollution is also an envi-
ronmental factor negatively related to the quality of the
house. The most apparent factors are noise and air pollution.
Noise is generally affecting the community through various
channels such as the nearby factories, cars running in the
central lane, and pedestrians crossing the community. Air
pollution, compared with noise, is a somewhat measurable
and quantifiable indicator of environmental pollution. The
general measurement for air pollution and air quality is AQ],
which stands for air quality index. Typically, houses located
in a community with better air quality tend to attract buyers
with a higher willingness to pay, thus generating higher
housing prices in the market.

Transportation, as the principal channel for connecting
the community with the outer areas, is worth our specific
discussion when analyzing the external factors influencing
the housing price. Transportation can influence housing via
various aspects, including the distance to social and cultural
centers, distance to trade and shopping centers, and distance
to public transportation stations.

The distance to social and cultural centers can be a
meaningful consideration for many household buyers. As
children need to go schooling and enhance cultural and
physical education, facilities such as libraries, schools, and
sports complexes are the frequently visited places for those
buyers, who has blended into their daily lifestyle. The
commuting time is positively related to the distance be-
tween the house and the destination. Closer distance offers
greater convenience for all the household members, thus
contributing to a higher price when choosing various
options.

Following the same logic, we can reasonably derive that
the distance to the local shopping centers and public
transportation stations is also crucial to the housing price.
Shopping is one of the most frequent activities for daily
lives in the United States. Residents tend to drive to the
nearest supermarkets for daily consumption like grocery
and to the comprehensive mall for higher-level con-
sumption like clothing or luxuries. Public transportation,
on the other hand, has been significant for residents as well.
Although driving is the most common way of commuting
in the United States, other ways like taking an airplane or
metro are also important substitutes for transportation
choices.

3.2. Multiple Linear Regression Model for Housing Price
Prediction. Analyzing data is for extracting accurate esti-
mation from basic information provided. The most im-
portant and common question is whether there is a statistical
relationship between an explanatory variable (usually
denoted by X;) and a response variable (usually denoted by
Y). To solve this problem, a typical way is to apply regression
analysis to model and quantify this statistical relationship.
Many types of regression are adopted in scientific research,
depending on the feature and type of given data.

The most used model for conduction regression is called
the linear regression model, which is used when the dis-
tribution of the response variable Y is continuous and ap-
proximately regular. Linear regression is the procedure that
estimates the coefficients of the linear equation, with at least
one independent variable that best predicts the value of a
dependent variable. Our goal is to predict the outcome Y
based on the given values of predictor variables X;. The
linear regression model allows us to evaluate the impact of
multiple variables in the same model.

An appropriate model could be a straight line in an
actual application, a higher degree polynomial, a loga-
rithmic, or exponential. We may find a proper model by the
forwarding method, in which we start by assuming a rela-
tively simple straight line Y = a + bX. Next, we may find the
most suitable estimator of the assumed model. If the model
does not fit the data well, we may alternatively assume a
more complicated model, like a second-degree polynomial
model Y =a+bX +cX? On the other hand, the other
method is called the backward method, in which we assume
a complicated model first, and we then fit the model, trying
to simplify it. Both methods could achieve the same goal for
modeling the data appropriately, depending on the given
situation and features of the data set [17].

A multivariate linear regression model is based on the
assumption [18]:

yi=Po+B'x; +e, (4)

where y; = (¥, --+» Vig»--- Vip) and x; are the D-dimen-
sional vector of the output variables and the P-dimensional
vector of the fixed regressor values for the i sample unit
correspondingly. f3, is a D-dimensional vector containing
the intercepts for the D response; B is a matrix of the di-
mension P x D whose (p,d) element, /3pd, is the regression
coefficient of the p™ regressor on the d" response; even-
tually, ¢ symbolizes the D-dimensional random vector of
the error terms corresponding to the i observation. The
classical multivariate linear regression model also assumes
that ¢ (i=1,...,I) is the independently and identically
distributed random vector. Its distribution is assumed to be
multivariate Gaussian with a D-dimensional vector with
mean value zero and a positive definite covariance matrix )
of dimension D x D, which is

g ~ MVN(O, Z) (5)

The proposed multivariate linear regression model is
based on the aforementioned assumption and
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&~ Y IMVN(vg, Y K), (6)
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where 7, represents positive weights that sum to 1 and v,
represents D-dimensional mean vectors that satisfy the
constraint:

K
Z Y = 0. (7)
k=1

4. Simulation

4.1. Spearman Correlation Coefficient Analysis. According to
the reference research and our previous discussion in Sec-
tion 2, an analysis for correlation coeflicients of different
variables with the housing price is conducted. With the data
processing methodology using Python, Spearman correla-
tion coefficients can be simulated as shown in Figure 1 using
the housing price data set in Boston.

The Spearman correlation coefficients between the house
price and variables in the data set are shown above. These
factors vary from house factors to environmental factors, all
contributing to the formation of the overall price. This
coefficient analysis reveals the general trend and significant
factors on the housing price. To elaborate more about the
exact definition of each variable, we can refer to the de-
scription in Table 1.

4.2. Multivariable Regression Analysis. As the methodology
discussed above indicates, an empirical analysis based on the
Boston housing price data set is conducted to test multiple
factors and their impact on the median housing price as a
response variable.

In the first place, data analysis is conducted on housing
price, in the sense that the influence of the number of rooms
on the overall housing price is analyzed, which can be seen in
Figure 2. In Figure 2, the horizontal axis represents the
average number of rooms per house, while the vertical axis
represents the median price of self-owned houses in that
region, measured in 1,000 US dollars. From Figure 1, there
exists a positive, upward-sloping relationship between the
number of rooms and overall housing price. With more

standardized value =

rooms, the house is more likely to be a superior residence
with higher quality and market value. This empirical evi-
dence and trend have been a consistency of our common
sense, which indicates a property will generally sell at higher
prices when it has more rooms and space for living purposes.
This empirical result has cross verified the features and
trends that we have discussed in Section 3.

Next, we regressed the weighted average distance from
the property to 5 employment centers in Boston, and we got
the scatter plot as shown in Figure 3, in which the horizontal
axis represents the weighted average distance from the house
to 5 employment centers in Boston. From Figure 2, it can be
summarized that the housing price is more concentrated in
the middle and lower level when the distance ranges from 0
to 5kilometers in the area close to the employment center.
From a geographical perspective, this trend also shows that
the sample has a higher density near the city center, in the
sense that houses in Boston are more concentrated in a
central location with an appropriate price. On the other
hand, it can also be concluded that the house price distri-
bution will be more sporadic as the distance increases, in the
sense that the price variation between different houses may
grow as the distance is getting further from the employment
center in the city, and the price may fall into different ranges
when the houses are in suburban regions.

From the empirical analysis based on Spearman corre-
lation coefficient in using the previous data set for housing
price in Boston, these factors including the proportion of
lower-income group in the region, proportion of property
land area larger than 25,000 square feet, the average number
of rooms, etc., are among the primary factors that influence
the housing price.

In this empirical analysis, with the data set of Boston
housing prices, a multiple linear regression model is con-
structed to analyze different factors’ impact on the housing
price and predict the corresponding housing price based on
the given input.

A typical standardization process in data analysis for the
raw data is first conducted after obtaining the major
influencing factors from previous analysis based on the
Spearman correlation coefficient. By definition, the stan-
dardized value here will range between 0 and 1:

(characteristic value — minimum of characteristic value)

(maximum of characteristic value — minimum of characteristic value)

In the next step, as a tradition for regression analysis, the
whole data set is divided into 2 parts: the training set and the
testing set. A further comparison is made between the re-
gression result based on the training set with the modeling
result based on the test set. By this means, it could efficiently
evaluate the accuracy and efficiency of the model
empirically.

In the training process, a quantitative tool named gra-
dient descent optimizer is optimized to calculate the

(8)

parameters of the training model. The goal of this optimizer
is to minimize the loss function in this analysis to find the
optimum. The value of the loss function is obtained as shown
in Figure 4. The vertical axis represents the loss value for
each epoch, while the horizontal axis represents the epoch,
which is the time of iteration.

In the next step, we train 100 epochs on the model
parameters using the training data until the loss function
converged, as the general methodology of multiple linear



TaBLE 1: Description of each variable.

Variable Description

Lstat The proportion of lower-income groups in the region

Indus Percentage of nonretail business in the region

Nox Nitric oxide concentration (per 10 million)

tax Full property tax rate per 10,000 US dollars

crim The average crime rate in the town

ptratio The student-teacher ratio in the town

age The proportion of the self-built property before 1940

rad Radial accessibility index to highway

chas Charles River (a dummy variable)

zn The proportion of property land area larger than 25,000 square feet
dis The weighted average distance from the property to 5 employment centers in Boston
rm The average number of rooms per house

regression suggests. Based on this, the model parameters are
used to forecast the housing price, and 100 samples are taken
to obtain the prediction results, as shown in Figure 5.

As can be seen from Figure 5, the prediction results of the
model are generally consistent with the trend of real value in
the comparison set since the trend moves along the same
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FIGURE 2: Housing price for the average number of rooms per house.

direction with each other in most cases, and the overall
deviation is generally acceptable in most cases. After training
the model again for 500 epochs, the result is shown in
Figure 6.

From Figure 6 result in the validation set, the pre-
diction result is highly similar to that of Figure 5 in
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FIGURE 6: Prediction result.

general. This result can partially verify the accuracy and
practicability of our empirical model constructed based on
the Boston housing price data set. Therefore, with the
analysis and discussion in this paper, it can be summarized
that the multiple linear regression model can effectively
predict and analyze the housing price to some extent. On
the other hand, the prediction accuracy is still limited to
some extent. In the further research, the application of
machine learning algorithms and relevant methodologies
in housing price prediction will be further optimized and
widely researched.

5. Conclusion

The author constructs a fundamental algorithm based on the
multiple linear regression method to predict housing prices
and combines it with the Spearman correlation coefficient to
determine the influential factors affecting housing prices. To
train and test the parameters of this multiple linear re-
gression model, the author applies the data set of the housing
prices in Boston for model construction. From the simu-
lation results shown above, it can be concluded that the
proposed multiple linear regression model can effectively
analyze and predict the housing price to some extent. Ad-
mittedly, the prediction accuracy is still limited at specific
points, and the universality of the model still needs to be
improved in further research. In further research into the
corresponding models, the author will further study ma-
chine learning in the application of housing price prediction,
as well as constructing a more robust algorithm based on a
more advanced machine learning methodology.
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