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Project context 

Motivation of method

One particular point of our data : temporal and spatial dependencies 
simultaneously.

Limitations of other classic methods : 
- Not consider spatial dependencies 

(i.e. HA, ARIMA, SARIMA …)
- Not match the context of network topology 

(i.e. model only suitable for euclidean data) 

Finding a method that takes into account both temporal and spatial 
dependencies is necessary for building a precise prediction model 
→ T-GCN : temporal-graph convolutional network 

Framework of method

The T-GCN model is composed 
of 2 parts : 
- GCN: graph convolutional 
network 
- GRU: gated recurrent unit

Methodology

Step 1 : Spatial dependency modelling

Step 2 : Temporal dependency modelling 

Empirical study

Sample dataset description : SZ Taxi
Number of nodes : N = 156 major roads 
Number of features : P = 31 days (1/1/2015 - 31/1/2015) 

For the phase of model 
validation, we use these 
metrics

Results on sample dataset

Prediction performance

Proposition for application on real SNCF dataset

For applying this model on our real dataset, it is necessary to 
- Re-preprocess the SNCF dataset in order to adapt to the two-part form, i.e, 
to create an adjacency matrix A that contains only 0 and 1. If 2 stations are 
linked to each other by a train-line, we put 1 in respective case, 0 otherwise. 
- Clean and transform the data to adapt to the model input.

Conclusion

We presented a novel neural network-based approach for railway affluence 
forecasting, named T-GCN, which can solve both problems of temporal and 
spatial dependencies in traffic time series predicting. For further work, we 
propose to apply other model, such as LSGCN, to tackle this dilemma.

Objective of our project is to construct a 
prediction model for a time serie of the 
affluence in each SNCF Transilien station. 

Affluence on the SNCF network between 2015 - 2022
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