Abstract - Education
Since the education reform, enrolment has increased leaving many children struggling with the school system. Educational data have increased a lot over the last years, but there is not an algorithm performant enough to process Data Mining(DM) on it. Our study aims to determine if the use of the K-mean algorithm allows to optimize the analysis of these data by improving the processing time and increasing the quality of clustering. In this paper, we conduct experiments on education data after a data preparation. We use the K-Means algorithm which is based on computing distance between data items to determine clusters after choosing random partitions at the start. We compare these results with those of the DRCluster and Mi cluster algorithms. K-mean can achieve an efficiency of 95.6%, 12.1% higher than Mi cluster and 6.8% higher than DRCluster. This algorithm is the most accurate, with an error rate of less than 2%. It produces the highest number of mining biclusters. After using the k-means algorithm, students' scores increased significantly more than when using other methods.  The K-means algorithm performs better than other algorithms. To conclude, the development of an educational evaluation data analysis model utilizing the K-means clustering method, which identifies key factors affecting student quality and achieves significantly improved accuracy in data analysis compared to traditional algorithms. However, there is still room of improvement.
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